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The multi-armed bandit problem is a popular framework for studying the exploration vs. exploitation tradeoff. Recent applications include dynamic assortment design, internet advertising, dynamic pricing, and the control of queues. The standard mathematical formulation for a bandit problem makes the strong assumption that the decision maker has a full characterization of the joint distribution of the rewards, and that “arms” under this distribution are independent. These assumptions are not satisfied in many applications, and the out-of-sample performance of policies that optimize a misspecified model can be poor. Motivated by these concerns, we formulate a robust bandit problem in which a decision maker accounts for his distrust in the nominal model by solving a worse-case problem against an adversary (“nature”) who has the ability to alter the underlying reward distribution, and does so to minimize the decision maker’s expected total profit. Structural properties of the optimal worst case policy are characterized using the robust Bellman (dynamic programming) equation, and arms are shown to be no-longer independent under nature’s worst case response. One implication of this is that index policies are not optimal for the robust problem, and we propose, as an alternative, a robust version of the Gittins index. Performance bounds for the robust Gittins index are derived using structural properties of the value function together with ideas from stochastic dynamic programming duality. We also investigate the performance of the robust Gittins index policy when applied to a Bayesian webpage design problem. In the presence of model misspecification, numerical experiments show that the robust Gittins index policy not only outperforms the classical Gittins index policy, but also substantially reduces the variability in the out-of-sample performance.
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1. Introduction

The multi-armed bandit problem is a popular framework for studying the exploration vs. exploitation tradeoff. That is, how should a decision maker choose between actions that yield immediate rewards and learning-type actions that provide information about less understood alternatives and
whose benefits may only come later. The trade-off originates from the well-known gambler-slot machine scenario\(^1\), and has since found a number of applications in the OR/MS literature including dynamic assortment design (e.g. Caro and Gallien (2007), Rusmevichientong et al. (2010)), internet advertising (e.g. Babaioff et al. (2014), Scott (2010, 2013), White (2013)), dynamic pricing with learning (e.g. Mersereau et al. (2009)), and control of queuing systems (e.g. Nino-Mora (2012)).

In the standard Markovian setting, the multi-armed bandit problem makes two central assumptions, that the decision maker has a full characterization of the dynamics for each “arm” and that “arms” are independent. These assumptions are made for the purpose of analytical tractability, and lead to nice structural properties such as the optimality of an index policy (see e.g. Bertsekas (1995), Bertsimas and Nino-Mora (1996), Gittins (1979), Tsitsiklis (1986), Whittle (1980)).

The problem with these assumptions is that they not satisfied in many applications. For example, the arm dynamics may contain complex non-stationarities or depend on (possibly unknown) factors in a way that is difficult to identify and model. Arms may also be dependent because transitions of one arm may affect the dynamics of the others, but the dependence structure may be hard to specify, while calibration errors arise when there is limited or poor quality data. The following examples show that these issues arise naturally, while experiments in §6 on a Bayesian webpage design problem show that the model misspecification can have a substantial impact on out-of-sample performance. The goal of this paper is to formulate a model of the bandit problem that accounts for model misspecification, and to determine scheduling policies that have good out-of-sample performance even if they are obtained on the basis of a misspecified nominal model.

**Dynamic Pricing and Assortment Applications.**

It is known that dynamic pricing and assortment problems can be formulated as multi-armed bandit problems (see e.g. Mersereau et al. (2009), Caro and Gallien (2007), Rusmevichientong et al. (2010)). The classical bandit model assumes that demand distribution is known and depends only on the current price/assortment (i.e. arm). In reality, the distribution of revenues associated with each price/assortment is misspecified, and the order in which price/assortment offerings are displayed will affect behavior at future prices/assortments in a complex manner that is difficult to model. We are interested in finding pricing/assortment policies that perform well in spite of such misspecification.

**Bandit Problems with Bayesian Learning.**

A classical application for the bandit model is one where the reward for each arm is generated from a parameterized family of distributions, with parameters that are constant but unknown to

\(^1\) In this scenario, a gambler tries to maximize his/her total rewards by sequentially pulling arms from a row of slot machines (or bandits) whose reward distributions are unknown.
the decision maker. The decision maker has a prior on the parameters for each arm, and the goal is to find a policy for selecting between arms that maximizes the expected discounted reward over an infinite horizon. Here, the state of each arm is the posterior on the unknown parameters which is updated whenever a reward is observed, while priors and likelihoods are specified by the decision maker/modeler (and commonly chosen for analytical tractability as a conjugate pair). In many applications, the likelihood is not well understood or has been chosen because it is tractable, and is likely to be misspecified. We are interested in finding scheduling policies that are robust to errors in the likelihood function. One example of this is a search engine's problem of optimizing over alternative webpage configurations/"arms" (layouts, designs, fonts, etc.) so as to maximize the number of customer "conversions". (Recent articles by Scott (2010, 2013) describe how Bayesian bandits are used to address this problem at Google). With our limited understanding of how preferences are formed/the flow of ideas between users of the internet, etc., relatively little is understood about the way in which conversions are generated and likelihood misspecification may be significant. We study such an example in Section 6.

Relevant Literature

Broadly speaking, there are two streams of research on bandit problems, one based on dynamic programming (e.g. Whittle (1980), Bertsekas (1995) and Bertsimas and Nino-Mora (1996)) which is the framework this paper adopts, and another based on the notion of regret, of which Lai and Robbins (1985) and Auer et al. (1995, 2002a,b) are important representatives.

Regret analysis for the bandit problem was initiated in Lai and Robbins (1985) (building on Robbins (1952)) where optimal bounds on the growth rate of regret relative to the reward stream of the optimal arm is shown to be logarithmic, and policies that achieve it are obtained. The results in Lai and Robbins (1985) apply to specific families of reward distributions indexed by a single real parameter. Subsequent papers by Auer et al. (1995, 2002a) and specifically Auer et al. (2002b) (see also Cesa-Bianchi and Lugosi (2006)) strengthen these results, showing that the optimal regret in Lai and Robbins (1985) can be achieved uniformly over time for arbitrary reward distributions that are independent across arms. Easily implementable scheduling policies achieving optimal regret are also provided.

Our paper differs from Lai and Robbins (1985) and Auer et al. (1995, 2002a,b), Cesa-Bianchi and Lugosi (2006) in a number of ways. Firstly, our objective function is different. We focus on optimizing worst case expected discounted performance rather than the growth rate of regret. Secondly, our robust model includes two features, a nominal model and an adversary who has the power to change the reward distribution from the one specified in the nominal. One advantage of this setup is that it enables a decision maker to approximately model the system with a nominal
model, which provides the opportunity to include information about problem structure (even if it is only approximately correct), and to account for errors in this approximate model through the adversary (nature). In contrast, while the main results in Auer et al. (1995, 2002a,b), Cesa-Bianchi and Lugosi (2006) apply to any reward distribution and hence are model free (it does assume independence across arms, however), the disadvantage is that there is little opportunity to include even approximately correct information, which may become important when the dimensionality of the problem increases (e.g. adaptations of the results in Auer et al. (2002b) to the continuum bandit problem, as in Kleinberg (2004)).

Research on dynamic optimization with model uncertainty has mainly focused on characterizing the optimal robust policy. As pointed out by Chan and Farias (2009), Brown et al. (2010) and Rogers (2007), solving dynamic optimization problems to optimality is difficult and one must often resort to heuristics. These papers develop methods for bounding the performance of heuristic policies relative to the optimal for non-worst-case stochastic control problems. (See also Haugh and Lim (2012), Ye and Zhou (2013) for related ideas). In this regard, one contribution of this paper is that it develops systematic performance evaluation methods for worst case robust control problems, which we apply to performance evaluation of the robust Gittins index.

We know of one other paper on robust bandit problems, which is the recent paper by Caro and Gupta (2013). We briefly highlight the differences. Firstly, our paper adopts a different approach for expressing model uncertainty; Caro and Gupta (2013) adopts the constraint approach whereas we adopt the penalty approach. The differences between these approaches are discussed in Section 3.1. Secondly, Caro and Gupta (2013) focus on numerical algorithms for computing proposed index policies in the constraint setting. On the other hand, we spend little time on this issue because the policy we propose can be computed using obvious extensions of algorithms for a classical bandit problem. Thirdly, we provide theoretical upper and lower bounds on the performance of our proposed policy relative to the optimal worst-case objective value. To our knowledge, this paper is the first to provide such bounds in a worst-case setting. Despite these differences, we believe that model uncertainty is an important concern in many applications of the bandit model, and that both papers provide complementary contributions to the literature on robust stochastic optimization.

Finally, there is a relatively small, but growing literature on bandit problems with correlated arms, i.e., where the dependency between arms is directly modeled in the nominal setting (e.g. Agrawal (1995), Brown and Smith (2013), Kleinberg (2004), Pandey et al. (2007), Ryzhov et al. (2012)). When the correlation structure is known (e.g. rewards are known to be correlated according to a multivariate normal distribution), modeling this dependency and designing policies that account for it may be a reasonable approach to take. On the other hand, there are many situations where the dependence structure cannot be teased out using historical data alone (we provide a
simple illustration of this point in §6 in which we consider a vector autoregressive rewards with censored observations). Furthermore, even if the correlation structure is fully known, it may still be reasonable to design heuristic policies under the (incorrect) assumption of independent arms (i.e., by only considering the marginal distributions) for the sake of tractability. This approach was taken for example in the recent work of Brown and Smith (2013). In such cases, model misspecification is either unavoidable or (deliberately) introduced, and the results in this paper may be useful.

**Summary of contributions**

In this paper, we introduce a robust bandit problem in which a decision maker accounts for his distrust in the nominal model by solving a worst-case problem against an adversary who modifies the reward distribution to maximally damage the decision maker’s expected profit. One novelty of our model is that different arms may have different levels of model ambiguity, which we capture by introducing arm-dependent relative entropy terms. This allows for the situation in which the decision maker has higher confidence in certain parts of the model but less confidence in others.

A key motivation for studying this problem is our interest in determining scheduling policies for bandit problems that perform well when there is model uncertainty.

Structural properties of the robust bandit problem are studied using the robust dynamic programming equations. We characterize the optimal response of nature to any scheduling policy and show, in contrast to the classical bandit problem, that arms are no longer independent under nature’s optimal response. One important implication is that (easily computable) index policies, which are optimal for the classical bandit problem, are no longer optimal in the robust case, and that the substantially more demanding task of solving the dynamic programming equations must be carried out if the optimal robust policy is desired.

Motivated by these results, we propose a robust version of the Gittins index as a policy for selecting arms. Performance bounds for this policy are generated by adapting ideas from stochastic dynamic programming duality and information relaxation. Our performance analysis provides, to our knowledge, the only systematic approach to generating performance bounds for robust dynamic stochastic control problems. Numerical experiments show that the performance of the robust Gittins index can be quite close to that of the optimal robust scheduling policy (within 92% for our example).

Finally, we study the performance of the robust Gittins index policy when applied to a Bayesian webpage design problem. In this application, we develop a new data-driven method based on $k$-fold cross-validation for calibrating ambiguity parameters that model the decision maker’s level of trust in the nominal assumptions. Our numerical experiments show that the robust Gittins policy can outperform the classical Gittins index and substantially reduce variability in the out-sample-performance when the underlying model is misspecified.
Outline of paper
We summarize key results for the classical bandit problem in §2. We formulate a robust version of the standard multi-armed bandit problem in §3. A robust version of the well-known Gittins index policy is proposed in §4, and performance bounds for this policy are provided in §5. In §6, we investigate the performance of the robust Gittins index policy when applied to Bayesian webpage design problems.

2. A Nominal Multi-Armed Bandit Problem
The classical bandit problem is defined in terms of \( p \) independent risky projects and a retirement option. Retirement is defined by a payoff \( M \), while each risky project \( i \in \{1, \ldots, p\} \) is defined by a three-tuple \((X, r^i(\cdot), \rho^i)\) where \( X \) is the state space for project \( i \), \( r^i(x^i) \) \((x^i \in X)\) is a state dependent reward function, and \( \rho^i(x^i, j) \) \((j \in X)\) is a transition probability function. Both \( r^i(x^i) \) and \( \rho^i(x^i, \cdot) \) are independent of the states of other projects \( x^j \) \((j \neq i)\). We denote the state of project \( i \) at stage \( n \) by \( X^i_n \) and the vector of states for each of the \( p \) projects by \( X_n \triangleq (X^1_n, \ldots, X^p_n) \). We assume for simplicity that the state space \( X \) for each project is finite, though all our results extend to general state spaces. All rewards are discounted to time 0 with discount factor \( \alpha \in (0, 1) \). Reward functions are assumed to be uniformly bounded.

Assumption 1. There exists a constant \( B > 0 \), such that for each \( i = 1, \ldots, p \), reward functions \( r^i : S \rightarrow \mathbb{R} \) satisfy

\[
\sup_{\omega \in S} |r^i(\omega)| \leq B. \tag{1}
\]

At each stage \( n \in \{0, 1, 2, \ldots\} \) prior to retirement, the decision maker, with knowledge of the state of all the projects \( X_n = (x^1, \ldots, x^p) \), chooses between permanent retirement and one of the \( p \) risky projects. If retirement is chosen, he receives a reward of \( M \) and there are no future choices or rewards. If project \( i \in \{1, 2, \ldots, p\} \) is chosen, then reward \( r^i(x^i) \) is received and the state of project \( i \) changes from \( X^i_n = x^i \) to a new state \( X^i_{n+1} \in X \) according to transition probabilities

\[
P \left[ X^i_{n+1} = j \mid X^i_n = x^i \right] = \rho^i(x^i, j), \quad j \in X
\]

that are independent of the states of the other projects. The states of non-chosen projects do not change. The decision maker’s objective is to maximize expected discounted reward

\[
J(x_0) \triangleq \max_{\pi \in \Pi} \mathbb{E}_\pi \left[ \sum_{n \leq \tau} \alpha^n c(X_n, \pi_n(X_n)) \mid X_0 = x_0 \right]
\]

over the class of admissible scheduling policies

\[
\Pi = \left\{ (\pi_0, \pi_1, \pi_2, \ldots) \mid \pi_n : X^p \rightarrow \{1, \ldots, p\} \cup \{\text{retire}\} \right\}
\]
where \( \pi_n(x) \in \{1, \ldots, p\} \cup \{\text{retire}\} \) is the decision maker’s choice at stage \( n \),

\[
\tau \triangleq \inf \{ n : \pi_n(X_n) = \text{retire} \},
\]

is the retirement time, and the reward per stage is

\[
c(x, i) = \begin{cases} 
  r^i(x^i), & i \in \{1, \ldots, p\} \\
  M, & i = \text{retire}.
\end{cases}
\]

It can be shown that \( J(x) \) is the unique solution to the dynamic programming equation

\[
J(x) = \max \left\{ M, \max_{i=1,\ldots,p} R^i(x, J) \right\}, 
\]

where

\[
R^i(x, J) \triangleq r^i(x^i) + \alpha E_{\rho^i(x^i)} \left[ J(x^1, \ldots, x^{i-1}, X^i, x^{i+1}, \ldots, x^p) \right],
\]

and the maximizer of the right-hand side of (2)

\[
\pi^*_n(x) \triangleq \arg \max \left\{ M, \max_{i=1,\ldots,p} R^i(x, J) \right\}
\]

characterizes the optimal project choice at stage \( n \) as a function of the state of all projects \( x = (x^1, \ldots, x^p) \). In particular, it is optimal to choose project \( i \) if \( J(x) = R^i(x, J) \) and to permanently retire if \( J(x) = M \).

To make notation more compact, when it is clear, we write for short \( \rho^i \equiv \rho^i(x^i, \cdot) \) and

\[
(x^{i^-}, X^i) \equiv (x^1, \ldots, x^{i-1}, X^i, x^{i+1}, \ldots, x^p),
\]

so that equation (3), for example, can be written as

\[
R^i(x, J) = r^i(x^i) + \alpha E_{\rho^i} \left[ J(x^{i^-}, X^i) \right].
\]

The main result for the classical bandit problem is that the optimal policy follows an index policy.

**Theorem 1 (Gittins (1979), Whittle (1980)).** Suppose at an arbitrary stage, the current state vector is \( x = (x^1, \ldots, x^p) \). There exist index functions \( g^i : S \to \mathbb{R}, i = 1, \ldots, p, \) such that project \( i \) is selected if

\[
g^i(x^i) = \max_{j=1,\ldots,p} g^j(x^j) > M.
\]

If \( \max_{j} g^j(x^j) \leq M \), it is optimal to permanently retire from all projects.
Using dynamic programming arguments, Whittle (1980) showed that the optimal index functions \( g^i \), known as the Gittins indices, are of the form
\[
g^i(x^i) = \inf \{ m : J^i(x^i; m) = m \},
\]
where \( J^i(x^i; m) \) is the value function associated with the multi-armed bandit problem with a single project \( i \) with retirement payment \( M = m \).

Optimality of an index policy rests on several assumptions, namely, that the decision maker can fully characterize the Markovian dynamics and that projects are independent. These assumptions are typically not satisfied in practice. The objective of this paper is to come up with policies that work well when they are violated, and to develop methods of quantifying their performance.

3. A Robust Multi-Armed Bandit Formulation

We now consider a robust version of the multi-armed bandit problem. In §3.1, we begin by discussing alternative approaches for modeling ambiguity, and justifying our adoption of the penalty approach in this paper. We then formulate the robust problem as a zero sum stochastic dynamic game in §3.2 where we introduce “nature” and its role in choosing transition probabilities that differ from the nominal, and relative entropy as a penalty on nature’s choice that captures our confidence in the nominal. The associated dynamic programming equation is introduced in §3.3 and used in §3.4 to characterize nature’s optimal response to the decision maker’s optimal policy. For simplicity, we formulate our robust model in the setting of a finite state space. All our results extend to more general state spaces using the framework of González-Trejo et al. (2003).

3.1. Modeling of Ambiguity

We discuss two approaches to modeling ambiguity, the “penalty approach” and the “constraint approach”. The penalty approach, which we are using, has been widely adopted in the robust control literature (e.g. Jacobson (1973), Whittle (1981, 1990, 1991), Dai Pra et al. (1996), Peterson et al. (2000)), and has also been used in economics and operations research applications (e.g. Hansen and Sargent (2005, 2007, 2008), Lim and Shanthikumar (2007), Li and Kwon (2013)). The constraint approach has been widely applied to single stage optimization problems with parameter or moment uncertainty (e.g. Ben-Tal and Nemirovski (1998, 1999, 2000), Bertsimas and Sim (2004), El Ghaoui and Lebret (1997)) but has also been extended to dynamic problems with uncertainty in the model of state dynamics (e.g. Iyengar (2005), Nilim and El Ghaoui (2005) and Wiesemann et al. (2013)). Applications to the modeling of ambiguity-averse economic agents can be found in Epstein and Schneider (2003, 2007).

At a high level, both approaches specify a set of alternative models centered around some chosen nominal model. An adversary (nature) chooses a model from the set of alternatives to maximally
damage the performance of the decision maker’s policy, and the decision maker tries to optimize the worst case. Confidence in the nominal is expressed by restricting the size of the set of alternatives. The difference between these approaches is the way in which these restrictions are imposed.

In the “constraint approach”, the set of alternative models is represented by a hard constraint, and confidence in the nominal is represented by the size of this uncertainty set. For robust dynamic optimization problems, Epstein and Schneider (2003, 2007), Iyengar (2005), Nilim and El Ghaoui (2005) show that additional “rectangularity” conditions need to be satisfied by the set of alternative models in order for optimal robust policies to be dynamically consistent and obtainable by solving the associated robust dynamic programming equations.

The penalty approach expresses the decision maker’s degree of confidence in the nominal model by penalizing nature’s deviations from the nominal. It is a soft constraint in that the penalty appears in the objective function. A large positive penalty coefficient is chosen if the decision maker is confident about the nominal and wants to make it costly for nature to deviate too far, while a penalty close to zero corresponds to little confidence in the nominal and forces the decision maker to plan against a highly deviant worst case. Alternatively, the objective with penalty can be regarded as a Lagrangian relaxation of the decision maker’s nominal model (see Hansen and Sargent (2008), Peterson et al. (2000), Lim and Shanthikumar (2007) for discussion along these lines). As in the “constraint approach” many penalties can be imposed (e.g. Kolmogorov distance, Hellinger distance, and relative entropy), but the resulting worst-case problem cannot be solved using dynamic programming unless the penalty is time-separable. This is one reason why relative entropy is so widely adopted in the robust control literature.

Another advantage of our approach is that it includes robust dynamic optimization problems with learning (specifically, Bayesian bandits with ambiguity in the prior and likelihood (see §2 and §6)) as a special case. In particular, since nature’s worst-case response can be characterized, the robust dynamic programming equations reduce to a recursive equation having the same state space
as the nominal Bayesian bandit problem. On the other hand, the state space for the constraint approach, even with rectangularity, is an uncountable set of posterior distributions which is generated by applying Bayes’ rule to every prior-likelihood pair for every new data point (e.g. Epstein and Schneider (2003)). The resulting robust dynamic programming equations are unsolvable. A Bayesian bandit approach to webpage design problems is studied in §6.

3.2. Robust bandit model

As in the classical problem, each stage involves a choice between \( p \) risky projects and a permanent retirement option. Retirement leads to a one-off payment of \( M \) and there are no future choices or payments. Each risky project is described by a four-tuple \((\mathcal{X}, r^i(\cdot), \rho^i, \theta^i)\) where \( \mathcal{X} \) is the state space for project \( i \) (assumed for simplicity to be finite), \( r^i(x^i) \) \((x^i \in \mathcal{X})\) is the reward function, \( \rho^i(x^i, \cdot) \) \((x^i \in \mathcal{X})\) is the nominal transition probability distribution, and \( \theta^i \) is the penalty parameter for ambiguity about the model \( \rho^i(x^i, \cdot) \). The nominal reward and transition distribution depend only on the state \( x^i \) of project \( i \). All rewards are discounted to time zero with discount factor \( \alpha \in (0, 1) \). The reward \( r^i(x^i) \) is assumed to be bounded.

In the classical bandit problem, the choice of project \( i \) when the state is \( X_n = (x^1, \ldots, x^p) \) gives a reward \( r^i(x^i) \) and the state of this project transitions from \( X^i_n = x^i \) to \( X^i_{n+1} \) according to the distribution \( \rho^i(x^i, \cdot) \). In the robust problem, we distrust our model \( \rho^i(x^i, \cdot) \) for state transitions and allow for the possibility that \( X^i_{n+1} \) has another distribution \( v^i(\cdot) \). We account for uncertainty about our specification of \( \rho^i(x^i, \cdot) \) by introducing a second agent, “nature”, who chooses the transition probability \( v^i(\cdot) \) in an adversarial manner. We model our confidence in the nominal model by limiting the amount by which nature’s choice \( v^i(\cdot) \) can deviate from \( \rho^i(x^i, \cdot) \) using the notion of relative entropy.

Relative Entropy:

Our confidence in the nominal transition probability is captured through a cost for nature for deviating from the nominal \( \rho^i(x^i, \cdot) \) when choosing \( v^i(\cdot) \). We measure distance between nature’s choice and the nominal using relative entropy \( \mathcal{R}(v^i | \rho^i) \), which is defined as follows (see Figure 1).

**Definition 1 (Relative Entropy).** Let \( \eta \) and \( \kappa \) be probability distributions on the discrete set \( \mathcal{X} \) (here, \( \eta(\cdot) \equiv v^i(\cdot) \) and \( \kappa(\cdot) \equiv \rho^i(x^i, \cdot) \)) such that \( \eta \) is absolutely continuous with respect to \( \kappa \) (namely, for any state \( j \in \mathcal{X}, \eta(j) = 0 \) whenever \( \kappa(j) = 0 \)). Relative entropy of \( \eta \) with respect to \( \kappa \) is given by

\[
\mathcal{R}(\eta|\kappa) = \sum_{j \in \mathcal{X}} \eta(j) \ln \frac{\eta(j)}{\kappa(j)}.
\]

If absolute continuity is not satisfied (i.e. if there is \( j \in \mathcal{X} \) such that \( \eta(j) > 0 \) and \( \kappa(j) = 0 \)) then \( \mathcal{R}(\eta|\kappa) = +\infty \).
Relative entropy is convex in nature’s choice \( \nu^i(\cdot) \), non-negative, and equals zero if and only if nature’s choice equals the nominal \( \nu^i(\cdot) = \rho^i(x^i, \cdot) \).

We model our confidence in the nominal using a penalty term \( \theta^i R(\nu^i | \rho^i) \) in the objective that penalizes nature for deviating from the nominal. Specifically, a large value of \( \theta^i > 0 \) makes it expensive for nature to choose an alternative that is far from the nominal and corresponds to a high degree of confidence in \( \rho^i \), while a small \( \theta^i \) corresponds to less confidence in the nominal and forces the decision maker to play against a more powerful adversary since it is less costly for nature to deviate. The choice of \( \theta^i \) affects the policy that is chosen by the decision maker, and a data driven approach to choosing these parameters will be provided in the context of a Bayesian webpage design application in §6.

Zero-sum stochastic dynamic game

We formulate our robust bandit problem as a zero-sum stochastic dynamic game. As a start, consider first what happens at stage \( n \). If the decision maker has already retired, then there is nothing to do; there is no decision, reward or transition. Suppose now that the decision maker has not retired and that the state of the \( p \) projects \( X_n = (x^1, \ldots, x^p) \) is known to both the decision maker and nature. In this case, the decision maker goes first, and chooses a project \( \{1, \ldots, p\} \) or retirement. If retirement is chosen (i.e. \( \pi_n(X_n) = \text{retire} \)), then a payment of \( M \) is received, and the game ends. Suppose however, that a risky project \( i \in \{1, \ldots, p\} \) is chosen (i.e. \( \pi_n(X_n) = i \)). This choice is communicated to nature, who responds by choosing the probability distribution \( \nu^i(\cdot) \) at a cost \( \theta^i R(\nu^i | \rho^i(x^i, \cdot)) \). (Observe that nature’s optimal choice can depend on the state of all projects). The state of project \( i \) changes from \( X^i_n = x^i \) to \( X^i_{n+1} \) according to the distribution chosen by nature

\[
P[X^i_{n+1} = j | X^i_n = x^i] = \nu^i(j), \quad j \in \mathcal{X}.
\]

The state of all other projects remains unchanged. The payoff is the sum of the decision maker’s reward \( r^i(x^i) \) for choosing project \( i \) and the penalty \( \theta^i R(\nu^i | \rho^i) \) on nature

\[
c(x, i, \nu^i) = r^i(x^i) + \theta^i R(\nu^i | \rho^i).
\]

All rewards are discounted to time 0 with discount factor \( \alpha \in (0, 1) \). The decision maker and nature choose equilibrium policies to solve a zero-sum stochastic dynamic game with value function

\[
V(x) \triangleq \sup_{\pi \in \Pi} \inf_{\gamma \in \Gamma} \mathbb{E}_{\pi, \gamma} \left[ \sum_{n \leq \tau} \alpha^n c(X_n, i_n, \nu_n) \right]_{X_0 = x}, \quad (6)
\]
where \( \tau \triangleq \inf \{ n : \pi_n(X_n) = \text{retire} \} \) is the retirement time, \( i_n \triangleq \pi_n(X_n) \) is the decision maker’s project choice, and \( v_n \triangleq \gamma_n(X_n, i_n) \) is nature’s choice of transition distribution at stage \( n \). The payoff per stage is
\[
c(x, i, v^i) = \begin{cases} 
  r^i(x^i) + \theta^i R(v^i|\rho^i), & i \in \{1, \ldots, p\}, \\
  M, & i = \text{retire},
\end{cases}
\]
and the class of admissible policies for both the decision maker and nature are
\[
\Pi = \left\{ \left( \pi_0, \pi_1, \pi_2, \ldots \right) \left| \pi_n : X^p \to \{1, \ldots, p\} \cup \{\text{retire}\} \right. \right\} \\
\Gamma = \left\{ \left( \gamma_0, \gamma_1, \gamma_2, \ldots \right) \left| \gamma_n : X^p \times \{1, \ldots, p, \text{retire}\} \to \Upsilon \right. \right\}
\]
where
\[
\Upsilon = \left\{ q = \left( q(j), j \in X \right) \in \mathbb{R}^{|X|} \left| q_j \geq 0, \sum_{j \in X} q(j) = 1 \right. \right\}
\]
is the set of probability distributions on \( X \).

Figure 1 To model the decision maker’s fear that the nominal transition probabilities \( \rho^i \) are misspecified, an adversarial agent sequentially selects alternative transition probabilities \( v^i \). The distance between the nominal and alternative is measured by relative entropy \( R(v^i|\rho^i) \).

3.3. Value function and robust dynamic programming
The value function associated with the robust multi-armed bandit problem (6) satisfies the following dynamic programming equation.

**Theorem 2.** The function \( V(x) \) defined in (6) is the unique solution to
\[
V(x) = \max \left\{ M, \max_{i=1,\ldots,p} H^i(x, V) \right\},
\]
(8)
where
\[ H^i(x, V) = r^i(x^i) + \inf_{\nu \in \Upsilon} \mathbb{E}_{\nu^i}[\alpha V(x^{-i}, X^i)] + \theta^i \mathcal{R}(\nu^i|\rho^i). \tag{9} \]

It is optimal to choose project \( i \) when \( X_n = (x^1, \ldots, x^p) \) if \( V(x) = H^i(x, V(x)) \) and to permanently retire if \( V(x) = M \). The value function can be obtained as the limit
\[ V(x) = \lim_{N \to \infty} V_N(x), \tag{10} \]
where \( V_N(x) \) is the unique solution of the \( N \)-stage dynamic programming equation
\begin{align*}
V_0(x) &= \max \{M, 0\}, \\
V_k(x) &= \max \left\{ M, \max_{i=1, \ldots, p} H^i(x, V_{k-1}) \right\}, \quad k = 1, \ldots, N. \tag{11}
\end{align*}

A proof of Theorem 2 can be found in González-Trejo et al. (2003), Theorems 4.1 and 4.2.

3.4. Nature’s policy

The robust dynamic programming equation given in (8) prescribes the optimal project choice for the decision maker in the presence of the adversarial agent (nature). We now discuss nature’s response in more detail.

Observe firstly that functions \( H^i \) defined in (9) can be written as
\[ H^i(x, V) = r^i(x^i) + \inf_{\nu \in \Upsilon} \mathbb{E} \left[ \alpha V(x^{-i}, X^i) \right] + \theta^i \mathcal{R}(\nu^i|\rho^i), \]
where the second equality holds since \( \mathcal{R}(\nu^i|\rho^i) = +\infty \) if \( \nu^i \) is not absolutely continuous with respect to \( \rho^i \). To solve the minimization problem (12), we appeal to the following variational formula from the theory of large deviations which we state in the setting of discrete random variables (see e.g. Dupuis and Ellis (1997), Proposition 1.4.2, for a more general statement).

**Proposition 1.** Let \( \mathcal{X} \) be a finite set, \( Y \) be a bounded real-valued random variable on \( \mathcal{X} \), \( \theta > 0 \) be a positive constant, and \( \kappa \) be a probability distribution on \( \mathcal{X} \). Let \( \mathbb{E}_\kappa(\cdot) \) and \( \mathbb{E}_\eta(\cdot) \) denote expectations with respect to probability distributions \( \kappa \) and \( \eta \) on \( \mathcal{X} \). Then
\[ \inf_{\eta \ll \kappa} \left\{ \mathbb{E}_\eta[Y] + \theta \mathcal{R}(\eta|\kappa) \right\} = -\theta \log \mathbb{E}_\kappa \left\{ \exp \left( -\frac{Y}{\theta} \right) \right\}. \tag{13} \]

Furthermore, the infimum in (13) is uniquely attained at probability measure
\[ \eta^*(j) = \frac{\exp \left( -\frac{Y(j)}{\theta} \right)}{\mathbb{E}_\kappa \left\{ \exp \left( -\frac{Y}{\theta} \right) \right\}} \kappa(j). \tag{14} \]
The identity (13) can also be written as
\[
\inf_{\eta \in \kappa} \left\{ \sum_{j \in X} Y(j)\eta(j) + \theta \sum_{j \in X} \eta(j) \ln \left( \frac{\eta(j)}{\kappa(j)} \right) \right\} = -\theta \log \left( \frac{\sum_{j \in X} \kappa(j) \exp \left( -\frac{Y(j)}{\theta} \right)}{\theta} \right).
\]

Observe that the likelihood ratio of the optimal \( \eta^* \) with respect to \( \kappa \) is a random variable \( \frac{d\eta^*}{d\kappa} \) defined on \( X \) where
\[
\frac{d\eta^*}{d\kappa}(j) = \frac{\exp \left( -\frac{Y(j)}{\theta} \right)}{\mathbb{E}_{\rho^i} \left[ \exp \left( -\frac{Y(j)}{\theta} \right) \right]} , \quad j \in X. \tag{15}
\]

Applying this to functions \( H^l \) in equation (12), we obtain
\[
H^l(x, V) = r^l(x^i) - \theta^l \log \mathbb{E}_{\rho^i} \left[ \exp \left( -\frac{\alpha V(x^i, X^i)}{\theta^i} \right) \right]. \tag{16}
\]

Representation (16) will be used to establish structural properties of the optimal policy in the next section. In addition, it follows from (14) that for each arm \( i = 1, \ldots, p \), the worst-case transition probability \( v^{i,*} \) chosen by nature is
\[
v^{i,*}(j) = \frac{\exp \left( -\frac{\alpha V(x^i, j)}{\theta^i} \right)}{\mathbb{E}_{\rho^i} \left[ \exp \left( -\frac{\alpha V(x^i, X^i)}{\theta^i} \right) \right]} \rho^i(x^i, j) , \quad j \in X, \tag{17}
\]
which has likelihood ratio
\[
\frac{dv^{i,*}}{d\rho^i}(j) = \frac{\exp \left( -\frac{\alpha V(x^i, j)}{\theta^i} \right)}{\mathbb{E}_{\rho^i} \left[ \exp \left( -\frac{\alpha V(x^i, X^i)}{\theta^i} \right) \right]} , \quad j \in X, \tag{18}
\]

Nature’s optimal response (17) is intuitive. It modifies the nominal distribution \( \rho^i(x^i, \cdot) \) by increasing the probability of transition to a state with low value (i.e. \( V(x^i, j) \) is small) and decreases the probability of transition to a state that has high value (i.e. \( V(x^i, j) \) is large).

One implication of (17) is that projects are no longer independent under the worst-case measure \( v^{i,*} \). This is because \( v^{i,*} \) depends on the entire state vector \( x = (x^1, \ldots, x^p) \) and not just \( x^i \). Since independence is a key assumption when establishing the optimality of an index policy for the classical bandit problem (Theorem 1), it follows that index policies are no longer optimal for the robust problem, and that the optimal policy can only be obtained by carrying out the substantially more difficult task of solving the dynamic programming equations (8). Consequently, we shift our focus to identifying sub-optimal policies that are easy to compute, and developing methods to quantify their performance in the worst case setting.
4. Robust Gittins Index

Though the optimal policy for the classical bandit problem is an index policy, this is unlikely to be the case for the robust model since projects are no longer independent under nature’s worst case response. On the other hand, since the Gittins index is optimal under the nominal model, it is natural to consider is a robust version of this policy, which we now define, as a sub-optimal policy for the robust problem.

Consider the robust multi-armed bandit problem (6) with retirement payment \( M \). We let 

\[ V_i(x; m) \]

 denote the value function for the robust single-arm bandit problem, i.e., the problem where there is only one project \( i \) with the option of a retirement payment \( m \). This robust single-arm value function satisfies

\[
V^i(x^i) = \max \left\{ M, r^i(x^i) - \theta^i \log E_\rho \left[ \exp \left( -\frac{\alpha V^i(X^i)}{\theta^i} \right) \right] \right\} .
\] (19)

Analogous to the nominal case, for arm \( i \) we define the robust Gittins index \( G^i(x^i) \) as

\[
G^i(x^i) \triangleq \inf \left\{ m : V^i(x^i; m) = m \right\} , \quad i = 1, \ldots, p.
\] (20)

The way to interpret the index \( G^i(x^i) \) is as the smallest retirement payment \( m \) for which the decision maker is indifferent between retiring and continuing with arm \( i \).

The robust Gittins index policy is then defined as follows. The decision maker permanently retires when the index \( G^i(x^i) \) of each arm \( i \) falls below the specified retirement payment \( M \). That is, the retirement time is given by the following stopping time

\[
\tau \triangleq \inf \left\{ n : \max_{i=1,\ldots,p} G^i(X^i_n) \leq M \right\} .
\] (21)

At each stage \( n \) before the retirement time \( \tau \), the project with the highest robust Gittins index

\[
i_n \triangleq \arg \max_{i=1,\ldots,p} G^i(X^i_n)
\]

is chosen.

Denoting the robust Gittins index policy by \( G \in \Pi \), the associated value function is

\[
V_G(x_0) = \inf_{\gamma \in \Gamma} E_{S_{G,\gamma}} \left[ \sum_{n \leq \tau} \alpha^n c(X_n, i_n, v_n) \right] | x_0
\] (22)

where \( c_n(x, i, v) \) is given by (7).

The robust Gittins index does not in general maximize the objective function (22), so \( V_G(x) \) is a lower bound to the robust value function \( V(x) \) given in (6). One exception is the case of a one-armed problem \( (p = 1) \), which we state without proof.
**Proposition 2.** The robust Gittins index is optimal for a robust one-armed bandit problem.

We note that computing the robust Gittins index is no more difficult than computing the classical Gittins index - both cases involve solving one-arm optimal stopping problems.

In contrast, computing the value function $V(x)$ for the robust bandit problem involves solving the dynamic programming equation (8) defined over a $p$-dimensional state space, which is impractical even for moderately sized problems. Similar concerns apply to $V_G(x)$, the value function for nature’s stochastic control problem (22), which is defined over the same state space. The focus of the next section is developing computationally tractable methods for bounding $V_G(x)$ and $V(x)$.

### 5. Performance Evaluation

Despite its intuitive appeal, it is natural to ask whether the performance regret, namely, the difference between the value function for the robust Bandit problem and the value of the robust Gittins index $V(x) - V_G(x)$, can be quantified.

The regret bound $\frac{V(x) - V_G(x)}{V(x)}$ is difficult to compute directly since $V(x)$ and $V_G(x)$ are value functions of stochastic control problems (6) and (22), respectively. In particular, solving either problem is computationally intractable, by virtue of the curse of dimensionality, and we do not have a characterization of the optimal policies that enables us to simulate either quantity.

To overcome these issues, we sidestep the computation of $V(x)$ and $V_G(x)$ by computing upper and lower bounds $V_L(x)$ and $V_U(x)$

$$0 < V_L(x) \leq V_G(x) \leq V(x) \leq V_U(x).$$

Observing that

$$0 \leq \frac{V(x) - V_G(x)}{V(x)} = 1 - \frac{V_G(x)}{V(x)} \leq 1 - \frac{V_L(x)}{V_U(x)} = \frac{V_U(x) - V_L(x)}{V_U(x)}$$

computing lower and upper bounds gives us an upper bound on the regret

$$0 \leq \frac{V(x) - V_G(x)}{V(x)} \leq \frac{V_U(x) - V_L(x)}{V_U(x)}$$

(where clearly, smaller is better). Naturally, we are interested in bounds $V_U(x)$ and $V_L(x)$ that are easier to compute than $V(x)$ and $V_G(x)$.

The upper bound $V_U(x)$ is obtained in §5.2 by approximating nature’s worst-case transition probability. The approximation will be based on a value function estimate that we will derive. Under this sub-optimal response by nature, the robust problem simplifies into a classical bandit problem for which a classical Gittins index policy is optimal. The value function $V_U(x)$ of this classical problem is an upper bound, since nature is not playing optimally, and is easy to compute.
by simulating the classical Gittins index under the transition probability associated with weakened nature.

The lower bound $V_L(x)$ is obtained in §5.3 by adapting the idea of information relaxation (Brown et al. (2010), Haugh and Lim (2012), Rogers (2007), Ye and Zhou (2013)), which relaxes the requirement that nature’s actions depend only on the information available at the time of the decision. This can be viewed as a ‘strengthening of nature’, as it gives nature the ability to make use of future state information.

5.1. Preliminaries

We first derive structural properties of the optimal policy that will be used to evaluate the performance of the robust Gittins index. The results presented here are robust analogs of results in Bertsekas (1995) and Tsitsiklis (1986). Proofs can be found in the appendix.

**Proposition 3.** The value function $V(x)$ is a non-decreasing function in $M$. Furthermore, $V(x)$ is constant for all $M \leq -B/(1-\alpha)$, and $V(x) = M$ for all $M \geq B/(1-\alpha)$, where $B > 0$ is defined in (1).

Consider now the problem where there is only one project $i$ with the option of retirement. The value function $V_i(x)$ of this problem satisfies

$$V_i(x) = \max \left\{ M, r_i(x) - \theta_i \log \mathbb{E}_{\rho_i} \left[ \exp \left( -\frac{\alpha V_i(X) \theta_i}{\theta} \right) \right] \right\},$$

and can be obtained as $V_i(x) = \lim_{N \to \infty} V_i^N(x)$, where

$$V_i^N(x) = \max \{ M, 0 \},
\quad V_i^k(x) = \max \left\{ M, r_i(x) - \theta_i \log \mathbb{E}_{\rho_i} \left[ \exp \left( -\frac{\alpha V_i^{k-1}(X) \theta_i}{\theta} \right) \right] \right\},$$

for $k = 1, \ldots, N$. Similarly, we can define $V_i^-(x)$ and $V_i^k-(x)$ as the value function and $k$-stage value function associated with the problem where all projects except project $i$ can be selected, with the option of retirement. We now have the following result.

**Proposition 4.** The value function satisfies the following inequality

$$V_i^-(x) \leq V(x) \leq V_i^k-(x) + (V_i(x) - M).$$

Inequality (26) provides an estimate of the robust value function $V(x)$ in terms of the value function $V_i^-(x)$ in which arm $i$ is removed and the single-arm value function $V_i(x)$ in excess of the retirement payment $M$. We will see in the following two sections that the estimate of the value function suggested by the inequality (26) plays a central role in evaluating the performance of the robust Gittins index.
We mention in closing that a class of policies of interest in the classical bandit problem are the so-called project-by-project retirement (PPR) policies (Bertsekas (1995)). Specifically, a policy is of PPR type if there exist index functions \( g^i : S \rightarrow \mathbb{R}, \ i = 1, \ldots, p \) such that at any stage \( n \) and any state \( x = (x^1, \ldots, x^p) \), the policy

1. permanently retires project \( i \), if \( g^i(x^i) \leq M \), and
2. continues to work on some project, if \( \min_j g^j(x^j) > M \).

One implication of Proposition 4 is that there exists a PPR policy that is optimal for the robust bandit problem.

5.2. Upper Bound (Weakening Nature)

We obtain the upper bound \( V_U(x) \) in (23) by approximating nature’s worst-case response \( \nu_i^* \) given in equation (18). The resulting policy is not optimal for nature, and it follows that the optimal scheduling policy when playing against this sub-optimal adversary has a value function which is an upper bound \( V_U(x) \geq V(x) \).

To characterize \( V_U(x) \), recall from (18) that nature’s worst-case distribution for arm \( i \) has the form

\[
\frac{d\nu_i^*}{d\rho^i}(j) = \frac{\exp \left( -\frac{\alpha V(x^i - j)}{\theta} \right)}{\mathbb{E}_{\rho^i} \left[ \exp \left( -\frac{\alpha V(x^i - X^i)}{\theta} \right) \right]}, \quad j \in \mathcal{X}.
\] (27)

The value function estimate (26) of Proposition 4, suggests we approximate the value function as

\[
V(x) \approx V_i^-(x^i) + (V_i(j) - M).
\]

It now follows that nature’s optimal response (27) can be approximated as

\[
\frac{d\nu_i^{i,*}}{d\rho^i}(j) = \frac{\exp \left( -\frac{\alpha V(x^i - j)}{\theta} \right)}{\mathbb{E}_{\rho^i} \left[ \exp \left( -\frac{\alpha V(x^i - X^i)}{\theta} \right) \right] \mathbb{E}_{\rho^i} \left[ \exp \left( -\frac{\alpha V_i(j)}{\theta} \right) \right]} \exp \left( -\frac{\alpha V_i^-(x^i)}{\theta} \right) \mathbb{E}_{\rho^i} \left[ \exp \left( -\frac{\alpha V_i^-(X^i)}{\theta} \right) \right] \approx \frac{\exp \left( -\frac{\alpha V_i(j)}{\theta} \right)}{\mathbb{E}_{\rho^i} \left[ \exp \left( -\frac{\alpha V_i(X^i)}{\theta} \right) \right]}
\]

\[
= \frac{\exp \left( -\frac{\alpha V_i(j)}{\theta} \right)}{\mathbb{E}_{\rho^i} \left[ \exp \left( -\frac{\alpha V_i(X^i)}{\theta} \right) \right]} = \frac{d\eta_i^{i,*}}{d\rho^i}(j), \quad j \in \mathcal{X}.
\] (28)
The transition probabilities for nature implied by (28) are
\[
\mathbb{P}[X_{n+1} = j | X_n = x] \triangleq \eta^{i,\ast}(x, j) = \frac{\exp\left(-\alpha V_i(j) / \theta_i\right)}{\mathbb{E}_\rho\left[\exp\left(-\alpha V_i(X_{n+1}) / \theta_i\right)\right]} \rho^i(x, j), \quad j \in \mathcal{X}.
\] (29)

Notice that the approximation \(\eta^{i,\ast}(x, \cdot)\) to nature’s worst-case response has the same intuitive properties as \(\upsilon^{i,\ast}(\cdot)\); it modifies the nominal transition probability \(\rho^i(x, \cdot)\) by increasing (resp. decreasing) the probability of transition to a state with low value (resp. high value).

In contrast to the worst-case measure \(\upsilon^{i,\ast}(\cdot)\) defined by (17), which depends on the state of all arms, \(\eta^{i,\ast}(x, \cdot)\) only depends on the state of arm \(i\). Likewise, the reward for choosing arm \(i\)
\[
\tilde{r}^{i,\ast}(x) \triangleq r^i(x) + \theta_i \mathcal{R} (\eta^{i,\ast} | \upsilon^{i,\ast})
\] (30)
only depends on the state of arm \(i\). That is, the robust problem with the sub-optimal response \(\eta^{i,\ast}\) reduces to a classical bandit problem with transitions (29) and rewards (30), and it follows from Theorem 1 that the Gittins index policy is optimal. The value function \(V_U(x)\) for this classical problem is an upper bound for \(V(x)\). Since transition probabilities \(\eta^{i,\ast}\) are easy to generate, the upper bound \(V_U(x)\) can be estimated using simulation, which we will illustrate in Section 5.4.

5.3. Lower Bound (Strengthening Nature)

We now obtain the lower bound \(V_L(x)\) in (23) by adapting the idea of information relaxation (Brown et al. (2010), Haugh and Lim (2012), Rogers (2007), Ye and Zhou (2013)). Here, we relax the requirement that nature’s actions depend only on the information available at the time of the decision, and allow him to select transition probabilities that depend on future realizations of the state. Clearly, the expected reward \(V_L(x)\) generated by the robust Gittins index policy against this stronger adversary is less than the expected reward \(V_G(x)\), defined in (22), that it generates when playing against the usual (and less powerful) non-anticipative adversary, so \(V_L(x) \leq V_G(x)\).

Roadmap

Before we get into the details of computing the lower bound \(V_L(x)\), we provide a high level roadmap of the basic reasoning and key quantities that make up this subsection. The road map consists of three parts:

(i) Nature’s Control Problem. We first observe that under the robust Gittins index policy \(G\), nature’s sequential responses can be viewed as a stochastic control problem in which nature’s actions are transition probabilities. Consequently, we can interpret \(V_G(x)\) as the value function of nature’s stochastic control problem. To make this interpretation absolutely clear, we re-name the function \(V_G(x)\) as \(W(q, x)\) to remind the reader that this is the value function for nature’s problem as opposed to the decision maker’s problem. The first step for computing the bound is
reformulating nature’s problem such that its decisions are likelihood ratios instead of transition probabilities.

(ii) Information Relaxation. We next observe that if nature’s actions are allowed to make use of future state information, we can obtain an easy to compute lower bound $V_G(x)$. While it is possible to stop here (as we have found a lower bound to $V_G(x)$), such a lower bound is typically loose.

(iii) Information Penalty. The goal of the final part is to tighten the lower bound $V_L(x)$. To do this, we still endow nature with knowledge of future project choices and state transitions, but now introduce a penalty function $\lambda(h,y)$ that penalizes nature whenever this information is used to make a decision. We will show that solving this penalty version of the problem produces a lower bound $V_\lambda(x)$ that can be substantially tighter than the lower bound $V_G(x)$.

With the road map now set, we now work through the mathematical details for each of the three parts.

**Computing the lower bound**

(i) Nature’s Control Problem. Recall that the worst-case expected discounted reward associated with the robust Gittins index policy is obtained by solving a stochastic control problem for nature given by

$$V_G(x_0) = \inf_{\gamma \in \Gamma} \mathbb{E}_{\pi,G,\gamma} \left[ \sum_{n=0}^{\tau} \alpha^n c(X_n, i_n, \nu_n) \right],$$

where $\tau$ is the retirement time (21) associated with the robust Gittins index.

As described in §3.4, when the state is $X_n = (x^1, \ldots, x^p)$ and project $i$ is chosen by the decision maker, nature’s optimal response is a probability distribution $\nu_n(\cdot)$ for the transition of the state $X_n^i$ of project $i$

$$\mathcal{P}[X_{n+1}^i = j | X_n^i = x^i] = \nu_n(j).$$

Observe that there is a one-to-one relationship between probability distributions $\nu_n(\cdot)$ that are absolutely continuous with respect to $\rho^i(x^i, \cdot)$ and likelihood ratios/random variables $y_n = (y_n(j), j \in \mathcal{X})$ satisfying

$$\mathbb{E}_{\rho^i(x^i, \cdot)} [y_n] = \sum_{j \in \mathcal{X}} y_n(j) \rho^i(x^i, j) = 1$$

through the relationship

$$y_n(j) \equiv \frac{d\nu_n}{d\rho^i}(j) = \frac{\nu_n(j)}{\rho^i(x^i, j)}, \quad j \in \mathcal{X},$$

or equivalently

$$\nu_n(j) = y_n(j) \rho^i(x^i, j), \quad j \in \mathcal{X}.$$  (32)
It follows that optimizing over transition probabilities \( \gamma = (v_0, v_1, v_2, \ldots) \in \Gamma \) in (31) is equivalent to optimizing over likelihood ratios \( y = (y_0, y_1, y_2, \ldots) \), where nature’s choice \( y_n \) at stage \( n \) can depend on the state of all projects as well as the project \((X_n, i_n)\) chosen at time \( n \), i.e.,

\[
y_n \in \left\{ y = (y(j), j \in \mathcal{X}) \mid y : \mathcal{X}^p \times \{1, \ldots, p\} \to \mathbb{R}^{|\mathcal{X}|}, y(j) \geq 0, \text{ and } \sum_{j \in \mathcal{X}} y(j) \rho(x^i, j) = 1 \right\}.
\]

Put simply, nature’s problem is equivalent to selecting a sequence of likelihood ratios \( y = (y_0, y_1, y_2, \ldots) \) that minimizes the decision maker’s total profits. Therefore, if we denote the set of all such sequences by \( \mathcal{Y} \), nature’s control problem can be equivalently formulated as follows:

\[
W(q_0, x_0) \triangleq \inf_{y \in \mathcal{Y}} \mathbb{E}_{G} \left[ \sum_{n \leq \tau - 1} \alpha^n q_n c(X_n, i_n, y_n) + \alpha^\tau q_{\tau} M \right| x_0] = V_G(x_0),
\]

(33)

where \( q_n \) satisfies

\[
q_0 = 1,
q_n = \prod_{k=0}^{n-1} y_n(x_k^{i_k+1}), \quad n \geq 1
\]

and the reward terms are

\[
c(X_n, i_n, y_n) = r^{i_n}(X_n^{i_n}) + \theta^n \sum_{j \in \mathcal{X}} y_n(j) \log y_n(j) \rho^{i_n}(X_n^{i_n}, j).
\]

Notice that we have intentionally re-named the function \( V_G(x) \) to \( W(q, x) \) to remind the reader that this is the value function for nature’s problem as opposed to the decision maker’s problem.

Observe that the probability measure \( \mathbb{P}_G \) in (33) is the *nominal* model for the state process \( \{X_n, n \geq 0\} \) under the robust Gittins index policy, and does not depend on nature’s policy \( y \). This implies that states can be generated under the robust Gittins index using the nominal transition probabilities, which turns out to be useful when generating a lower bound for (33).

We now write out the dynamic programming equations for problem (33). At any arbitrary stage, suppose the current state is \( x = (x^1, \ldots, x^p) \) and project \( i \) has the highest Gittins index, i.e., \( G^i(x^i) = \max_j G^j(x^j) \). Then, for all \( x = (x^1, \ldots, x^p) \) such that \( G^i(x^i) > M \), it follows by standard dynamic programming arguments that \( W(q, x) \) satisfies the recursion

\[
W(q, x) = \inf_y \left\{ q \cdot \left( r^i(x^i) + \theta \sum_{j \in \mathcal{X}} y(j) \log y(j) \rho^{i}(x^i, j) \right) \right. \\
\left. + \alpha \sum_{j \in \mathcal{X}} W(q \cdot y(j), x^{i^-}, j) \rho^i(x^i, j) \right\},
\]

(34)

and for all \( x = (x^1, \ldots, x^p) \) such that \( G^i(x^i) = M \),

\[
W(q, x) = q \cdot M.
\]
The infimum in (34) is taken over all non-negative random variables \( y = (y(j), j \in \mathcal{X}) \) defined on \( \mathcal{X} \) satisfying
\[
\mathbb{E}_{\rho^i(x^i, \cdot)}[y] = \sum_{j \in \mathcal{X}} y(j) \rho^i(x^i, j) = 1.
\]

(ii) Information Relaxation. The goal now, is to find an easy to compute lower bound to (33). The key idea is to relax the constraint \( y \in \mathcal{Y} \) that restricts nature’s decisions to non-anticipative policies. This relaxation leads to a lower bound since nature’s decisions can now depend on future state realizations and project choices.

We begin by formalizing the notion that nature can use future state and project information to make its decisions. Specifically, let \( \mathcal{G}_n = \sigma(X_0, i_0, \ldots, X_n, i_n) \) be the sigma-algebra generated by the history of state-project pairs up until stage \( n \) (intuitively, the information available at stage \( n \)) and \( \mathcal{G}_\infty = \bigvee_{n=0}^\infty \mathcal{G}_n \) be the smallest sigma-algebra containing all the \( \mathcal{G}_n \)’s (intuitively, the complete record of state-project pairs until retirement). We relax the non-anticipation constraint that \( y_n \) be \( \mathcal{G}_n \)-measurable in (33), and allow \( y_n \) to be \( \mathcal{G}_\infty \)-measurable. Denoting by \( \bar{\mathcal{Y}} \) the set of all policies \( y = (y_n : n \geq 0) \) such that \( (y_n(j), j \in \mathcal{X}) \) is \( \mathcal{G}_\infty \)-measurable and satisfies
\[
\sum_{j \in \mathcal{X}} y_n(j) \rho^i_n(x_n^i, j) = 1,
\]
the relaxed problem is
\[
V^0_L(x_0) \triangleq \inf_{\bar{\mathcal{Y}}} \mathbb{E}_{\mathcal{G}_\infty} \left[ P(y) \mid q_0, x_0 \right] = \mathbb{E}_{\mathcal{G}_\infty} \left[ \inf_{\bar{\mathcal{Y}}} P(y) \mid q_0, x_0 \right], \tag{35}
\]
where
\[
P(y) \triangleq \sum_{n=0}^{\tau-1} \alpha^n q_n c(X_n, i_n, y_n) + \alpha^\tau q_M.
\]
The infimum moves inside the expectation because the admissible set \( \bar{\mathcal{Y}} \) allows nature to optimize using knowledge of the entire sample path of states and projects until retirement.

This is a lower bound to (34) since
\[
W(q_0, x_0) = \inf_{\mathcal{Y}} \mathbb{E}_{\mathcal{G}_\infty} \left[ P(y) \mid q_0, x_0 \right] \\
\geq \inf_{\bar{\mathcal{Y}}} \mathbb{E}_{\mathcal{G}_\infty} \left[ P(y) \mid q_0, x_0 \right] \\
= V^0_L(x_0), \tag{36}
\]
where the inequality follows because \( \mathcal{Y} \subseteq \bar{\mathcal{Y}} \). That is, nature is given more information when the class of admissible policies enlarges from \( \mathcal{Y} \) to \( \bar{\mathcal{Y}} \).
We estimate the lower bound $V^0_L(x_0)$ using Monte Carlo simulation, namely, by sampling multiple realizations of the random variable

$$\inf_{y \in \bar{Y}} P(y),$$

and averaging over them. Each sample of (37) is obtained by generating states and projects $(X_0, i_0), (X_1, i_1), (X_2, i_2), \ldots, (X_\tau, i_\tau)$ until retirement using the nominal model $\rho^i$ and the robust Gittins policy, and solving the associated optimization problem for its optimal value. We will see in Section 5.4 that the lower bound $V^0_L(x_0)$ can be loose, which is unsurprising because the ability to use future state information gives nature a substantial advantage that can be used to significantly lower the expected total profit. In the next section, we show how ideas from the literature on information relaxations (Brown et al. (2010), Rogers (2007)) can be used to improve this bound.

(iii) Information Penalty. The lower bound $V^0_L(x_0)$ can be uninformative because unrestricted use of future information when optimizing $P(y)$ can give nature substantially more power than when it is restricted to adapted policies. We counteract this effect using ideas from Brown et al. (2010), Rogers (2007) where nature’s power is “controlled” by imposing a penalty whenever it uses future information to make a decision. The penalized problem can be regarded as a dual relaxation of nature’s non-anticipation constraint $y \in Y$ in (33) and leads to an improved lower bound if the penalty is well chosen.

For any function $h : \{1, \ldots, p\} \times S \to \mathbb{R}$, we define the penalty function

$$\lambda(h, y) \triangleq \sum_{n=0}^{\tau-1} \alpha^{n+1} q_n \left( y_n(x_{n+1}^n)h(i_n, x_{n+1}^n) - \sum_{j=1}^{N} y_n(j)h(i_n, j)\rho^n(x_n^j) \right)$$

and the associated penalized problem

$$\inf_{y \in \bar{Y}} \left\{ P(y) - \lambda(h, y) \right\}$$

in which this penalty is included in the objective function. Intuitively, the penalty function (38) attempts to eliminate the (total discounted) benefits for nature when likelihood sequences $y$ are selected from the enlarged admissible set $\bar{Y}$ as opposed to the non-anticipative set $Y$. Of course, for this penalty structure to actually work, one must check that for $y \in Y$ the penalty reduces to zero in expectation. The following result shows that this is indeed the case, and consequently, this penalty function can be used to compute a lower bound of $V_G(x_0) = W(q_0, x_0)$.

**Lemma 1 (Weak Duality).** For any $y \in Y$, the penalty function $\lambda(h, y)$ satisfies

$$\mathbb{E}_{\bar{Y}} [\lambda(h, y) \mid q_0, x_0] = 0.$$
Furthermore,

\[ V^\lambda_L(x_0) \equiv \mathbb{E}_{\rho_G} \left[ \inf_{y \in \mathcal{Y}} \left\{ P(y) - \lambda(h, y) \right\} \mid q_0, x_0 \right] \leq W(q_0, x_0). \] (40)

**Proof.** See the appendix. \( \square \)

Proposition 1 shows that any choice of the function \( h(i_n, j) \) delivers a lower bound to \( W(q_0, x_0) \). The challenge now is to specify \( h(i_n, j) \) in order to make this lower bound as large as possible. In this regard, observe firstly that choosing \( h \equiv 0 \) corresponds to a penalty function \( \lambda \equiv 0 \) and the lower bound \( V^\lambda_L(x_0) = V^0_L(x_0) \), given in (35). On the other hand, the discussion in Brown et al. (2010) explains that the function \( \lambda(h, y) \) can be interpreted as a penalty on nature for using future information, and that a natural choice is \( h(i, j) = V^\lambda(j) \), the value function of the robust single-armed bandit problem. Bounds associated with this choice will be studied in §5.4.

A key observation is that the lower bound \( V^\lambda_L(x_0) \) in (40) is in a form that makes it convenient to estimate using simulation. In particular, we can write

\[ V^\lambda_L(x_0) = \mathbb{E}_{\rho_G} [Y] \]

where the random variable \( Y \equiv Y(X_0, i_0, \ldots, X_\tau, i_\tau) \) is obtained by solving

\[
Y(X_n, i_n, n \leq \tau) \equiv \inf_{y \in \mathcal{Y}} \left\{ P(y) - \lambda(h, y) \right\}
= \inf_{y \in \mathcal{Y}} \left\{ \sum_{j=0}^{\tau-1} \alpha^n q_n c(X_n, i_n, y_n) + \alpha^n q_n \lambda(x_n) - \sum_{j=0}^{\tau-1} \alpha^n q_n \left( y_n(X_{n+1}^i) h(i_n, X_{n+1}^i) - \sum_{j \in X} y_n(j) h(i_n, j) \rho^\tau \right) \right\}
\]

subject to

\[
q_{n+1} = \prod_{k=0}^{n-1} y_k(x_{k+1}^i), \quad n \geq 1
q_0 = 1.
\]

It follows that \( V^\lambda_L(x_0) \) can be estimated using Monte-Carlo simulation. Specifically, we simulate \( k = 1, \ldots, K \) project-state sample paths until retirement, \( (x_0^{(k)}, i_0^{(k)}, \ldots, x_{\tau_k}^{(k)}, i_{\tau_k}^{(k)}) \) using the nominal model \( \rho^i \) \( (i = 1, \ldots, p) \) and the robust Gittins index, and compute \( Y^{(k)}(x_n^{(k)}, i_n^{(k)}, n \leq \tau_k) \) for each such sample path by solving (41). An estimate of \( V^\lambda_L(x_0) \) is the sample average

\[ V^\lambda_L(x_0) \approx \frac{1}{K} \sum_{k=1}^{K} Y^{(k)}(X_n^{(k)}, i_n^{(k)}, n \leq \tau_k). \] (42)
The optimal objective value, conditional on \( q_n \geq 0 \) and control \( y_n \). Specifically, we define the value function at stage \( k \) when the state is \( q \) as

\[
W_k^\lambda(q) = \inf_{y \in \mathbb{Y}} \left\{ \sum_{n=k}^{\tau-1} \alpha^n q_n c(x_n, i_n, y_n) + \alpha^\tau q_r M - \sum_{n=k}^{\tau-1} \alpha^{n+1} q_n \left( y_n(x^{i_n}_{n+1})h(i_n, x^{i_{n+1}}_{n+1}) - \sum_{j=1}^{N} y_n(j)h(i_n, j)\rho^n(x^{i_n}_{n+1}, j) \right) \right\}
\]

subject to

\[
q_{n+1} = q_n y(x^{i_{n+1}}_{n+1}), \quad n \geq k,
\]

\[
q_k = q.
\]

Observe that we have written the constraint in (41) as a recursive equation for the state \( q_n \). Clearly, the optimal objective value for (41) is given by \( Y((x_n, i_n), n \leq \tau) = W_0^\lambda(1) \). (To ease notation, we suppress the dependence of \( W_k^\lambda(q) \) on \( (x_n, i_n, n \leq \tau) \)).

It is clear from (43) and the multiplicative structure of the state equation for \( q_n \) that \( W_k^\lambda(q) \) is linear in \( q \), namely \( W_k^\lambda(q) = q W_k^\lambda(1) \). (Alternatively, this can be shown inductively using the associated dynamic programming equations). This simplifies the computation of \( W_k^\lambda(q) \) since the value function is now completely characterized by \( W_k^\lambda(1) \) which is a function of time \( k \). The following result gives a recursive equation for computing \( Y(x_n, i_n, n = 0, \ldots, \tau) \).

**Theorem 3.** Suppose we are given a sequence of state-project pairs \((x_0, i_0, \ldots, x_\tau, i_\tau)\) and a retirement time \( \tau \). The value function of the optimal control problem (43) satisfies

\[
W_n^\lambda(q) = qW_n^\lambda(1) = qf_n^\lambda,
\]

where

\[
f_n^\lambda = r^{i_n}(x^{i_{n+1}}_n) - \theta^{i_n} \ln \left\{ \sum_{j \neq x^{i_{n+1}}_n} \rho^{i_n}(x^{i_{n+1}}_n, j) \exp \left( -\frac{\alpha}{\theta^{i_n}} h(i_n, j) \right) \right\} \]

\[
+ \rho^{i_n}(x^{i_n}_n, x^{i_{n+1}}_n) \exp \left( -\frac{\alpha}{\theta^{i_n}} \left[ \frac{f_{n+1}^\lambda - h(i_n, x^{i_{n+1}}_n)(1 - \rho^{i_n}(x^{i_n}_n, x^{i_{n+1}}_n))}{\rho^{i_n}(x^{i_n}_n, x^{i_{n+1}}_n)} \right] \right) \]

\[
f^\tau = M.
\]

The optimal objective value, conditional on \((x_0, i_0, \ldots, x_\tau, i_\tau)\), is

\[
Y(x_n, i_n, n = 0, \ldots, \tau) = W_0^\lambda(1) = f^\lambda_0.
\]

Nature’s worst case response \( y^* = (y^*_0, \ldots, y^*_\tau) \) is given by

\[
y^*_n(j) = \beta \exp \left( -\frac{\alpha}{\theta^{i_n}} h(i_n, j) \right), \quad j \neq x^{i_{n+1}}_n,
\]

\[
y^*_n(x^{i_{n+1}}_n) = \beta \exp \left( -\frac{\alpha}{\theta^{i_n}} \left[ \frac{f_{n+1}^\lambda - h(i_n, x^{i_{n+1}}_n)(1 - \rho^{i_n}(x^{i_n}_n, x^{i_{n+1}}_n))}{\rho^{i_n}(x^{i_n}_n, x^{i_{n+1}}_n)} \right] \right),
\]

\[
(45)
\]
where the normalizing constant

\[
\beta = \left( \sum_{j \neq x_{n+1}} \rho^{i_n}(x_{n}^{i_n}, j) \exp \left( -\frac{\alpha}{\theta_n} h(i_n, j) \right) \right)^{-1}
\]

is chosen such that \( \mathbb{E}_{\rho^{i_n}(x_{n}^{i_n}, \cdot)}[y_n^*] = 1 \).

The proof of Theorem 3 is given in the appendix. We also highlight that the method presented in this section does not only apply to the robust Gittins index policy; it is a generic method that can be applied to any policy of interest.

5.4. Numerical Example

We now provide an example that illustrates how the upper bound \( V_U(x) \) of §5.2 and the lower bound \( V_L(x) \) of §5.3 can be used to quantify the performance of the robust Gittins index policy. In the calculation of the lower bound, we use \( h(i, j) = V^i(j) \), the value function of the robust one-armed problem, to compute the penalty.

Suppose the decision maker can choose between \( p = 2 \) projects. The state space of each project \( S = \{1, 2, 3\} \), and their associated transition matrices and reward vectors are given by

\[
\rho^1 = \begin{bmatrix} 0.8 & 0.1 & 0.1 \\ 0.2 & 0.7 & 0.1 \\ 0.0 & 0.0 & 1.0 \end{bmatrix}, \quad \rho^2 = \begin{bmatrix} 0.4 & 0.5 & 0.1 \\ 0.5 & 0.4 & 0.1 \\ 0.0 & 0.0 & 1.0 \end{bmatrix},
\]

\[
r^1 = [10 \ 5 \ 1], \quad r^2 = [6 \ 8 \ 2].
\]

Notice that we have chosen transition matrices \( \rho^1 \) and \( \rho^2 \) such that state \( x = 3 \) is an absorbing state. This is simply to ensure that permanently retiring from all projects is a viable option. The retirement reward \( M = 20 \), discount factor \( \alpha = 0.8 \), and penalty parameters \( \theta^1 = 2 \) and \( \theta^2 = 4 \). We choose the initial state vector \( (X_0^1, X_0^2) = (1, 1) \).

Using these model parameters, we first compute the single arm value function \( V^i(x) \) and robust Gittins index \( G^i(x) \) for \( i = 1, 2 \) and \( x = 1, 2, 3 \), in Table 1.

| Table 1 Single arm value function \( V^i(x) \) and Gittins index \( G^i(x) \) |
|---|---|---|---|---|---|---|
| \( x \) | 1 | 2 | 3 | \( x \) | 1 | 2 | 3 |
| \( V^1(x) \) | 29.96 | 23.64 | 20.00 | \( G^1(x) \) | 50.00 | 27.10 | 5.00 |
| \( V^2(x) \) | 27.10 | 28.99 | 20.00 | \( G^2(x) \) | 33.37 | 40.00 | 10.00 |

The single arm value functions \( V^i(x) \) were computed using the value iteration given in (25). The Gittins indices \( G^i(x) = \inf \{ m : V^i(x) = m \} \) were then found through a simple numerical search in \( m \).
We plot the graph of $V^1(1)$ for different retirement rewards $M$ in Figure 2. From Lemma 3, we know that $V^1(1)$ is a non-decreasing function in $M$, and that $V^1(1)$ is constant for all $M \leq -B/(1-\alpha) = -50$, and $V^1(1) = M$ for all $M \geq B/(1-\alpha) = 50$. For $M = 20$, the graph corroborates the values $V^1(1) = 29.96$ and $G^1(1) = \inf \{m : V^1(1) = m\} = 50$ reported value in Table 1.

![Figure 2](image)

**Figure 2** Single arm value function $V^1(1)$ vs. retirement reward $M$.

In order to compute the upper bound $V_U(1,1)$ defined in §5.2, we next compute the (approximated) worst-case transition probabilities $\eta^{i,*}$ defined in (28) and the “rewards” $\bar{r}^i$ defined in (30).

\[
\eta^{1,*} = \begin{bmatrix}
0.11 & 0.17 & 0.72 \\
0.01 & 0.61 & 0.38 \\
0.00 & 0.00 & 1.00
\end{bmatrix}, \quad \eta^{2,*} = \begin{bmatrix}
0.34 & 0.30 & 0.36 \\
0.42 & 0.23 & 0.35 \\
0.00 & 0.00 & 1.00
\end{bmatrix},
\]

\[
\bar{r}^1 = \begin{bmatrix}
12.61 & 5.75 & 1.00
\end{bmatrix}, \quad \bar{r}^2 = \begin{bmatrix}
7.00 & 8.94 & 2.00
\end{bmatrix}.
\]

Following the procedures outlined in §5.2 and 5.3, we are now ready to compute the upper bound $V_U(1,1)$, and lower bounds $V^\lambda_L(1,1)$ (with penalty) and $V^0_L(1,1)$ (without penalty), in a simulation with 100,000 trials. The means, mean standard errors (MSE), and computational times (in seconds) for the three quantities are summarized in Table 2.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Performance bounds of the robust Gittins policy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>UB</td>
<td>35.2896</td>
</tr>
<tr>
<td>LB (penalty)</td>
<td>32.4674</td>
</tr>
<tr>
<td>LB (no penalty)</td>
<td>15.0808</td>
</tr>
</tbody>
</table>
For this particular example, Table 2 shows that the lower bound \( V_\lambda^L(1, 1) \) is significantly tighter than the lower bound \( V_\lambda^0(1, 1) \) obtained when no penalty is used. In particular, the value function \( V_G(1, 1) \) associated with the robust Gittins index policy is no less than

\[
V_G(1, 1) - V_\lambda(1, 1) = 35.2896 - 32.4674 = 2.8222,
\]

from the true value function \( V(1, 1) \). Put another way, the percentage difference

\[
0 \leq \frac{V(1, 1) - V_G(1, 1)}{V(1, 1)} \leq \frac{V_G(1, 1) - V_\lambda^L(1, 1)}{V_G(1, 1)} = 0.080,
\]

(see (23)) implies that the robust Gittins index policy will obtain a value \( V_G(1, 1) \) that is at least 92\% of the true value \( V(1, 1) \). It is also important to note that the mean standard errors (MSEs) are quite small, suggesting that the mean estimates are precise. All computations in Table 2 were done on an Intel Core i3-2310M CPU @ 2.10GHz with 2.00 GB RAM.

6. Application to Bayesian Webpage Design Problems

Online experimentation and optimization is increasingly important in web-design and online marketing applications (see for example Scott (2010, 2013), White (2013)). A simple but important example of such a problem is that of webpage design optimization, where a designer proposes several webpage design alternatives, each “differing in font, image choice, layout, and other design elements” (Scott (2010)), and would like to determine the one that is optimal according to an objective designed by the web site owner. Finding the optimal webpage typically involves experimentation, and a number of online services for doing this are available (the Google web site optimizer\(^3\) being a well known example).

One feature of these applications is that customer preferences can change rapidly over time, so periods of exploration to assess the profitability of different alternatives need to be properly balanced with periods of exploitation where the design that currently shows the most promise is displayed. It is therefore common to formulate this problem as a bandit problem where “arms” correspond to design alternatives and the “reward”, depending on the application, could be the net value of “checkouts” or “sales” or the number of views of a particular news article, during a predefined time duration \( \delta \). While bandit models naturally capture this exploration-exploitation tradeoff, the dynamics of customer preferences is complex and not well understood, and the assumptions of the classical bandit problem are unlikely to hold. It thus follows that the robust bandit problem which explicitly accounts for violations of the classical bandit assumptions, is a natural framework to address this problem.

With these considerations in mind, we use simulation to compare the performance of the robust and classical Gittins policies under progressively serious violations of the assumptions of the classical bandit problem. One striking observation is that the robust policy generates a higher expected profit with substantially lower down-side risk relative to the classical Gittins policy, even under relatively mild violations of the classical assumptions. The reduction in downside risk suggests that the robust policy has the potential for improved out-of-sample performance when the assumptions of the classical bandit model do not hold, and we plan to test this conjecture in future work.

As a final note, one methodological contribution of this section is the proposal of a new data driven method based on $k$-fold cross-validation for calibrating ambiguity parameters that model the decision maker’s level of trust in the nominal assumptions.

6.1. Nominal Bayesian Model

In the Bayesian model, there are $p$ alternative designs and the nominal model assumes that rewards $d_i^n$ for design $i \in \{1, \ldots, p\}$ are generated i.i.d. from a distribution $f_{\eta_i}^i(\cdot)$ that depends on an unknown parameter $\eta_i$. The nominal model assumes a prior distribution $x_{0}^i(\cdot)$ on the parameter $\eta_i$, which upon observing a new reward $d_i^1$, is updated to a posterior $x_{1}^i(\cdot)$ using Bayes’ rule.

For analytical tractability, conjugate prior-likelihood pairs $(x_{0}^i(\cdot), f_{\eta_i}^i(\cdot))$ are commonly chosen for the reward distribution of the model. For example, we adopt a gamma-exponential conjugate pair, which consists of an exponentially distributed likelihood

$$f_{\eta_i}^i(d) = \eta_i e^{-\eta_i d}, \quad (46)$$

and a Gamma($\alpha_i, \beta_i$) distributed prior

$$x_{0}^i(\eta) = \frac{\beta_i^{\alpha_i}}{\Gamma(\alpha_i)} \eta^{-\alpha_i - 1} e^{-\eta \beta_i}, \quad (47)$$

in the example below. This nominal model family is convenient because after a reward $d_i^1 = d$ is observed, the posterior $x_{1}^i(\eta)$ is a Gamma($\alpha_i + 1, \beta_i + d$) distribution, so we can identify the prior (i.e. system state) for arm $i$, $x_{0}^i(\cdot)$, with the parameter pair ($\alpha_i, \beta_i$) instead of the entire probability distribution. We are concerned about the impact of the likelihood $f_{\eta_i}^i(d)$ being misspecified on the performance of the classical and robust Gittins indices. We emphasize that convenient prior-likelihood pairs are often chosen, even if they are known to by misspecified, because of the substantial computational advantages that they bring, and that one important advantage of our robust model is that it allows the decision maker to retain the convenience of this modeling assumption while accounting for the fact that it is wrong.
6.2. Calibration of Ambiguity Parameters

Our formulation of the robust bandit problem, and the associated robust Gittins index, depend on the choice of the ambiguity parameters \( \theta = (\theta^1, \ldots, \theta^p) \), and it is clearly desirable that these parameters be chosen to “optimize” out-of-sample performance of the policy that we compute. We now provide an approach for doing this that only uses (limited) historical rewards that we have for each of the projects. The method we propose is an adaptation of k-fold cross-validation (Tibshirani (1996)).

Suppose for each design \( i = 1, \ldots, p \) that the decision maker has historical rewards \( D_i = \{ d^i_1, d^i_2, \ldots, d^i_n_i \} \). First, values for the ambiguity parameters \( \theta = (\theta^1, \ldots, \theta^p) \) are fixed. Next, each data set \( D_i = \{ d^i_1, d^i_2, \ldots, d^i_n_i \} \), \( i = 1, \ldots, p \), is (randomly) partitioned into \( k \) subsets of approximately equal size. One of the subsets is selected as the validation set \( V_i \), and the remaining \( k - 1 \) subsets constitute the training set \( T_i \). For ease of notation, we re-label the elements of the validation and training sets as \( V_i = \{ v^i_1, v^i_2, \ldots, v^i_{\nu_i} \} \) and \( T_i = \{ t^i_1, t^i_2, \ldots, t^i_{\tau_i} \} \), respectively.

Using the training sets \( T_i, i = 1, \ldots, p \), the posterior is updated using Bayes’ rule under the nominal model. In the case of the gamma-exponential model family (46)-(47), the posterior for design \( i \) is

\[
x^i_{t_i} = \left( \alpha_i + t_i, \beta_i + \sum_{j=1}^{\tau_i} t^i_j \right).
\]

(48)

After the posteriors have been updated using the training data, we evaluate the performance of the robust Gittins index policy using the validation data. To do this, we compute a bootstrap estimate of the expected total discounted reward under the robust Gittins index policy by sampling with replacement from the validation sets \( V_1, \ldots, V_p \) (see e.g. Efron (1979)). We denote this estimate as \( \psi_1(\theta) \).

This process is repeated \( k - 1 \) additional times, each time selecting a different subset for the validation set, which produces \( k - 1 \) additional bootstrap estimates \( \psi_2(\theta), \ldots, \psi_k(\theta) \). The average over these \( k \) repeats given by

\[
\psi_{ave}(\theta) = \frac{1}{k} \sum_{l=1}^{k} \psi_l(\theta),
\]

(49)
is then computed. The number \( \psi_{ave}(\theta) \) is an estimate of the performance of the robust Gittins index for the ambiguity parameters \( \theta = (\theta^1, \ldots, \theta^p) \).

The final values selected for the ambiguity parameters \( \theta^* = (\theta^1, \ldots, \theta^p) \) are those that maximize this performance metric, i.e.,

\[
\theta^* = \arg \max_{\theta} \psi_{ave}(\theta).
\]

(50)
6.3. Simulation Experiments

Suppose at each stage, the decision maker can choose from one of \( p = 3 \) arms. The decision maker models the reward distributions according to the gamma-exponential conjugate pair described in the previous subsection. We will consider the case in which the decision maker initially does not know which arm has the highest mean before data has been collected. To do this, we choose equal (unit) values for the shape and rate parameters of the Gamma prior (see Table 3), which is a natural choice.

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Nominal gamma prior parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{arm } i )</td>
<td>( \alpha_i ) (shape)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

We consider three cases for the underlying reward distributions: (1) correctly specified independent arms, (2) misspecified independent arms, and (3) misspecified dependent arms. In all the experiments, a discount factor of \( \alpha = 0.55 \) was used.

**Case 1: Correctly Specified Independent Arms.** We first consider the case in which the decision maker’s nominal assumptions are correct. That is, the true underlying reward distributions follow independent exponential distribution (one for each arm), with mean parameters given in Table 4.

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Underlying exponential parameters (data generating model)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{arm } i )</td>
<td>mean ( (\lambda_i) )</td>
</tr>
<tr>
<td>1</td>
<td>120</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>80</td>
</tr>
</tbody>
</table>

We now describe the experiment. Each iteration of the experiment begins by sampling 10 historical rewards \( \{d_{i1}, \ldots, d_{i10}\} \) from the exponential distributions given in Table 4. With this data, we next use the \( k \)-fold cross-validation with a partition parameter of \( k = 2 \), as outlined in Section 6.2, to determine the optimal ambiguity parameter values \( \theta^* = (\theta_1^*, \theta_2^*, \theta_3^*) \) for this particular data set. Fixing these values, the out-of-sample performance of the classical and robust Gittins index policies were then computed using Monte Carlo simulation, with rewards generated from the true data generating model from Table 4. This gives an estimate of the expected discounted reward for the classical and robust Gittins policies using the data sets \( \{d_{11}, \ldots, d_{110}\} \) generated at the start of the experiment. This experiment was repeated 1000 times (with a newly generated data set for
each iteration), and a scatter plot of the rewards is shown in Figure 3. The aggregate results are reported in Table 5.

It is interesting to notice that while the performance of the two policies are comparable, the robust policy reduces the out-of-sample sample standard deviation of rewards by around 20%. More generally, rewards generated by the robust Gittins index in other tests (not reported) were typically less variable, but with comparable or better expected value, than those generated by the classical Gittins index policy. This finding is even more pronounced in the presence of model misspecification, as we will see in the following two cases.

**Case 2: Misspecified Independent Arms.** We next consider the case in which the underlying reward distributions are misspecified, but still remain independent across arms. In particular, the true underlying reward distributions now follow independent truncated normal distributions (one for each arm), with mean and standard deviation parameters given in Table 6.

That is, if arm $i = 1, 2, 3$ is chosen, i.i.d. rewards $d_n^i$ are generated from $\max\{0, \mathcal{N}(\mu_i, \sigma_i)\}$, where $\mathcal{N}(\mu_i, \sigma_i)$ is a normal distribution with mean $\mu_i$ and standard deviation $\sigma_i$. Obviously, one
could choose a far more complex underlying model (e.g. mixture distributions, non-stationarities, etc.) but even in this simple controlled setting we are able to show the impact of model family misspecification. The same experiment described above was run 1000 times, and a scatter plot of the results is shown in Figure 4, with aggregate results in Table 7.

Table 6  Underlying normal parameters (data generating model)

<table>
<thead>
<tr>
<th>arm i</th>
<th>mean (μ_i)</th>
<th>standard deviation (σ_i)</th>
<th>coeff. of var. (cv_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>120</td>
<td>10</td>
<td>0.0833</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>100</td>
<td>1.6667</td>
</tr>
<tr>
<td>3</td>
<td>80</td>
<td>80</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

Figure 4  Robust versus nominal Gittins index policy performance.

Table 7  Out-of-sample performance

<table>
<thead>
<tr>
<th>policy</th>
<th>Average performance</th>
<th>Sample standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>robust Gittins index policy</td>
<td>264.49</td>
<td>3.82</td>
</tr>
<tr>
<td>nominal Gittins index policy</td>
<td>255.42</td>
<td>23.91</td>
</tr>
</tbody>
</table>

Table 7 shows that the robust Gittins index policy provides a modest 3.43% improvement over the nominal Gittins index policy. What is more striking is substantial reduction in variability and downside risk in the out-of-sample performance when using the robust Gittins index policy, as shown in Figure 4. In a follow-up paper, we are developing a theoretical explanation as to why the robust policy leads to a reduction in variability in out-of-sample performance.
**Case 3: Misspecified Dependent Arms.** We lastly consider the case of misspecification in the underlying reward distributions with dependent arms. In particular, the true underlying reward distributions follow a $r$-lag vector autoregressive (VAR($r$)) model. That is, the demand vector $D_n = (d_{1n}, d_{2n}, d_{3n}) \in \mathbb{R}^3$ at stage $n$ satisfies

$$D_n = \sum_{l=1}^{r} \Phi_l \cdot D_{n-l} + \epsilon_n,$$

where $\Phi_l \in \mathbb{R}^{3 \times 3}$, $l = 1, \ldots, r$, are the coefficient matrices, and $\epsilon_n \in \mathbb{R}^3$ are i.i.d. error terms that follow the same truncated normal distributions given in Table 6.

It is important to point out that in a bandit setting, if the underlying data generating mechanism is vector time series as in (51), model misspecification is unavoidable and therefore a genuine concern. This is because even if the decision maker knows the underlying model structure (which he/she typically will not), at each stage only a single component of the time series vector $D_n = (d_{1n}, d_{2n}, d_{3n})$ is observable. Consequently, the decision maker can at best only model the marginal reward distributions, as learning the correlation structure is not possible.

For simplicity, we will consider a VAR(1) model, where the coefficient matrix

$$\Phi_1 = \begin{pmatrix} -0.5 & 0.5 & 0 \\ 0 & -0.5 & 0.5 \\ 0.5 & 0 & -0.5 \end{pmatrix}.$$

Again, the same experiment described above was run 1000 times, and a scatter plot of the results is shown in Figure 5, with aggregate results in Table 8.

<table>
<thead>
<tr>
<th>Table 8 Out-of-sample performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>policy</td>
</tr>
<tr>
<td>robust Gittins index policy</td>
</tr>
<tr>
<td>nominal Gittins index policy</td>
</tr>
</tbody>
</table>

Here, we again see that the robust Gittins index policy provides a modest improvement over the nominal Gittins index policy in terms of expected out-of-sample performance (8.11%), while providing a significant improvement in terms of variability and downside-risk reductions. It is interesting to note that the benefits of the robust Gittins index policy seem to be most pronounced when moving from the correctly specified independent setting (Case 1) to the misspecified independent setting (Case 2). This seems to suggest that even slight model misspecified should not be taken lightly.
6.4. Discussion

Our experiments show that the robust Gittins policy can substantially outperform the classical Gittins policy, even with relatively mild violations of the nominal assumptions (Case 2), with the main performance advantage being a reward distribution with substantially smaller downside risk and higher expected reward. The relative improvement of the robust policy over the nominal increases as the number of assumption violations increases (Case 3).

There are limitations in our simulation study which we would like to acknowledge. Firstly, while our example considers the simplest web design optimization problem, there is increasing interest in whether performance can be further improved by incorporation personalized information about customers and “customizing” the pages that are shown. While problems of this nature are important, they bring substantial computational challenges since the dimension of each state is now higher. We have chosen to ignore these issues in our simulation study because we wish to clearly evaluate the impact of misspecification and the value of accounting for robustness through the robust Gittins policy. Studying higher dimensional problems would require heuristics, which would confound our understanding of whether differences in performance between the robust and Gittins policy are due to the approximations or our method of accounting for robustness, and we defer study of these problems to the future.

Secondly, it would also be interesting to compare the performance of the robust and classical Gittins policies in a live experiment, where responses to designs come from actual customers. In this
paper, we limit ourselves to a simulation study because it gives us control over the data generating process and allows us to evaluate the impact of progressive violations of the assumptions of the classical bandit model. While the performance of the robust Gittins policy in our experiments - in particular, the higher expected reward at reduced downside risk - gives us reason to be hopeful that its out-of-sample performance will be superior to that of the classical Gittins policy, live experiments are needed to test this hypothesis. We plan to pursue this direction of work in the future in the context of a more comprehensive study.

7. Concluding Remarks

In this paper, we studied a robust formulation of the multi-armed bandit problem. The model allows the decision maker to account for different levels of distrust for different parts of the model and the goal is to find the scheduling policy that optimizes the worst case expected reward when model uncertainty is modeled using the notion of relative entropy. Analysis of the robust version of the dynamic programming equation establishes optimality of a so-called project-by-project retirement (PPR) policy. However, it is also shown that projects are no longer independent under nature’s worst-case response, even if they are independent under the nominal, implying that index policies are no longer optimal for the robust problem. This leads us to study a robust version of the classical Gittins’ index policy. Estimates of the robust value function and the notion of information relaxation are used to derive performance bounds which suggest that the robust Gittins policy is close to optimal. We also compare the performance of the robust Gittins policy to that of the classical Gittins index policy for a misspecified Bayesian webpage design problem. Our experiment suggests that the robust policy can achieve both improved expected profit together with a reduction in its variability when compared to the classical Gittins index.

Appendix A: Proof of Proposition 3

The proof follows mathematical induction. The base case $V_0(x) = \max \{M, 0\}$, clearly satisfies the properties.

Assume now that for some $k$, $V_k(x)$ satisfies the properties. We show that

$$V_{k+1}(x) = \max \left\{ M, \max_{i=1, \ldots, p} H^i(x, V_k) \right\},$$

also satisfies the properties. Since it is assumed that $V_k(x)$ is non-decreasing in $M$, it follows immediately that $V_{k+1}(x)$ is also non-decreasing in $M$. Assume now that $M \leq -B/(1-\alpha)$. Then, by the induction hypothesis $V_k(x) = \beta_k$ for some constant $\beta_k$. Then,

$$V_{k+1}(x) = \max \left\{ M, \alpha \beta_k + \max_{i=1, \ldots, p} r^i(x^i) \right\}.$$

Since

$$\alpha \beta_k + \max_{i=1, \ldots, p} r^i(x^i) \geq \alpha \beta_k - B \geq \alpha \beta_k - M(1-\alpha) \geq \alpha M - M(1-\alpha) = M,$$
it follows that $V_{k+1}(x) = \alpha \beta k + \max_i r_i(x^i)$, which is constant. Finally, suppose $M \geq B/(1 - \alpha)$. Then, by the induction hypothesis $V_k(x) = M$, and
\[ V_{k+1}(x) = \max \left\{ M, \alpha M + \max_{i=1,\ldots,p} r_i(x^i) \right\}. \]
Since
\[ \alpha M + \max_{i=1,\ldots,p} r_i(x^i) \leq \alpha M + B \leq \alpha M + M(1 - \alpha) = M, \]
it follows that $V_{k+1}(x) = M$. Thus, it follows by mathematical induction that $V_k(x)$ satisfies the properties for all $k$. Since Theorem 2 implies that the value function can be obtained as the limit $V(x) = \lim_{k \to \infty} V_k(x)$, it follows that $V(x)$ also satisfies the properties, which completes the proof.

Appendix B: Proof of Proposition 4
To show the existence of an optimal PPR policy, it suffices to prove the following inequality. For any $V_k$, it follows that
\[ \text{the right-hand side of the above inequality (55) is equal to} \]
\[ (1 - \alpha) \leq \alpha M + \max_{i=1,\ldots,p} r_i(x^i) \leq \alpha M + B \leq \alpha M + M(1 - \alpha) = M, \]
it follows that $V_{k+1}(x) = M$. Thus, it follows by mathematical induction that $V_k(x)$ satisfies the properties for all $k$. Since Theorem 2 implies that the value function can be obtained as the limit $V(x) = \lim_{k \to \infty} V_k(x)$, it follows that $V(x)$ also satisfies the properties, which completes the proof.

Appendix B: Proof of Proposition 4
To show the existence of an optimal PPR policy, it suffices to prove the following inequality. For any $x = (x^1, \ldots, x^p)$ and $i = 1, \ldots, p$,
\[ V^{i^-}(x^i^-) \leq V(x) \leq V^{i^-}(x^i^-) + (V^i(x) - M). \]
(53)
The first inequality in (53) clearly holds. The proof of the second inequality follows mathematical induction. The base case $V_0(x) = V_0^-(x) = V_0^+(x) = \max \{ M, 0 \}$, clearly satisfies the inequality. Assume now that for some $k$,
\[ V_k(x) \leq V_k^-(x^i-) + (V_k^+(x) - M). \]
(54)
We wish to show the inequality holds for $V_{k+1}(x)$. Applying the above induction hypothesis, it follows that
\[ V_{k+1}(x) \]
\[ = \max \left\{ M, \max_{j=1,\ldots,p} r_j(x^j) - \theta \log E_{\rho_j} \left[ \exp \left( - \frac{\alpha V_k^+(x^j, X^j_i)}{\rho_j} \right) \right] \right\} \]
\[ \leq \max \left\{ M, \max_{j \neq i} r_j(x^j) - \theta \log E_{\rho_j} \left[ \exp \left( - \frac{\alpha V_k^+(x^j, X^j_i)}{\rho_j} \right) \right] \right\}, \]
(55)
where the second inequality follows since $V_k^+(x^i), V_k^-(x^i-) \geq M$. Finally, recognizing that
\[ V_{k+1}^+(x^i) = \max \left\{ M, \max_{j \neq i} r_j(x^j) - \theta \log E_{\rho_j} \left[ \exp \left( - \frac{\alpha V_k^+(x^j, X^j_i)}{\rho_j} \right) \right] \right\}, \]
\[ V_{k+1}^-(x^i-) = \max \left\{ M, \max_{j \neq i} r_j(x^j) - \theta \log E_{\rho_j} \left[ \exp \left( - \frac{\alpha V_k^+(x^j, X^j_i)}{\rho_j} \right) \right] \right\}, \]
the right-hand side of the above inequality (55) is equal to
\[ \max \left\{ V_{k+1}^+(x^i) + \alpha (V_k^+(x^i) - M), V_{k+1}^-(x^i-) + \alpha (V_k^-(x^i) - M) \right\} \]
\[ \leq \max \left\{ V_{k+1}^+(x^i) + \alpha (V_{k+1}^+(x^i) - M), V_{k+1}^-(x^i-) + \alpha (V_{k+1}^-(x^i) - M) \right\} \]
\[ \leq \max \left\{ V_{k+1}^+(x^i) + V_{k+1}^-(x^i-) - M, V_{k+1}^-(x^i-) + V_{k+1}^+(x^i) - M \right\} \]
\[ = V_{k+1}^-(x^i-) + (V_{k+1}^-(x^i) - M). \]
Thus, it follows by mathematical induction that $V_k(x)$ satisfies inequality (54) for all $k$. Since Theorem 2 implies that the value function can be obtained as the limit $V(x) = \lim_{k \to \infty} V_k(x)$, it follows that $V(x)$ satisfies inequality (53), which completes the proof.
Appendix C: Proof of Lemma 1

We first show that for any $y \in \mathcal{Y}$, the penalty function $\lambda(h, y)$ satisfies

$$E_{\mathcal{P}_G}[\lambda(h, y) \mid q_0, x_0] = 0.$$ 

For fixed constant $k \geq 0$, define

$$\lambda^k(h, y) \triangleq \sum_{n=0}^{(r-1)/k} \alpha^{n+1} q_n \left( y_n(x_{n+1}^n) h(i_n, x_{n+1}^n) - \sum_{j=1}^{N} y(j) h(i_n, j) \rho^n(x_n^j, j) \right),$$

where $\wedge$ is the ‘min’ operator. Using straightforward conditioning arguments it is easy to show that for each $k \geq 0$,

$$E_{\mathcal{P}_G}[\lambda^k(h, y) \mid q_0, x_0] = 0.$$ 

Then, by Assumption 1, the bounded convergence theorem implies

$$E_{\mathcal{P}_G}[\lambda(h, y) \mid q_0, x_0] = \lim_{k \to \infty} E_{\mathcal{P}_G}[\lambda^k(h, y) \mid q_0, x_0] = 0.$$ 

The weak duality result then follows by noticing that

$$W(q_0, x_0) = \inf_{y \in \mathcal{Y}} E_{\mathcal{P}_G}[P(y) \mid q_0, x_0]$$

$$= \inf_{y \in \mathcal{Y}} E_{\mathcal{P}_G}[P(y) - \lambda(h, y) \mid q_0, x_0]$$

$$\geq \inf_{y \in \mathcal{Y}} E_{\mathcal{P}_G}[P(y) - \lambda(h, y) \mid q_0, x_0]$$

$$= E_{\mathcal{P}_G}[\inf_{y \in \mathcal{Y}} P(y) - \lambda(h, y) \mid q_0, x_0]$$

$$=: V^*_L(x_0),$$

which completes the proof. \(\square\)

Appendix D: Proof of Theorem 3

The dynamic programming equations for the deterministic problem (43) are

$$W_n^\lambda(q) = \inf_y \begin{cases} 
q \cdot \left( r^\lambda(x_n^\lambda) + \theta^\lambda \sum_{j \in \mathcal{X}} y(j) \log(y(j)) \rho^n(x_n^j, j) \right) \\
- \alpha q \cdot \left( y(x_{n+1}^\lambda) h(i_n, x_{n+1}^\lambda) - \sum_{j \in \mathcal{X}} y(j) h(i_n, j) \rho^n(x_n^j, j) \right) \\
+ \alpha W_{n+1}^\lambda(q \cdot y(x_{n+1}^\lambda)) 
\end{cases}, \quad (56)$$

$$W_n^\lambda(q_r) = q_r \cdot M,$$

where at each stage $n = r - 1, \ldots, 0$, $y = \{y(j), j \in \mathcal{X}\}$ is constrained to being non-negative and to satisfy

$$E_{\rho^n(x_n^\lambda, \cdot)}[y_n] = \sum_{j \in \mathcal{X}} y(j) \rho^n(x_n^j, j) = 1. \quad (57)$$

Substituting $W_n^\lambda(q) = q f_n^\lambda$, we obtain

$$f_n^\lambda = \inf_y \begin{cases} 
\left( r^\lambda(x_n^\lambda) + \theta^\lambda \sum_{j \in \mathcal{X}} y(j) \log(y(j)) \rho^n(x_n^j, j) \right) \\
- \alpha \left( y(x_{n+1}^\lambda) h(i_n, x_{n+1}^\lambda) - \sum_{j \in \mathcal{X}} y(j) h(i_n, j) \rho^n(x_n^j, j) \right) \\
+ \alpha y(x_{n+1}^\lambda) f_{n+1}^\lambda 
\end{cases}, \quad (58)$$

$$f_r^\lambda = M.$$. 
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The optimization problem in (58) is

$$\min_y \Phi(y),$$

subject to the non-negativity constraint $g(j) \geq 0$ for all $j \in \mathcal{X}$ and (57), where

$$\Phi(y) = r^n(x^n) + \theta^n \sum_{j \in \mathcal{X}} y(j) \log(y(j)) \rho^n(x^n, j)$$

$$- \alpha \left( g(x_{n+1}) h(i_n, x_{n+1}^i) - \sum_{j \in \mathcal{X}} y(j) h(i_n, j) \rho^n(x^n, j) \right) + \alpha g(y_{n+1}) f_{n+1}.$$  

Observing that $\Phi(y)$ is convex, the optimal $y$ can be computed using standard first order methods. Specifically, the Lagrangian is given by

$$\Lambda(y, \mu) = \Phi(y) + \mu \left( \sum_{j \in \mathcal{X}} y(j) \rho^n(x^n, j) - 1 \right),$$

where $\mu \in \mathbb{R}$ is the Lagrange multiplier. Observing that

$$\frac{\partial \Lambda}{\partial y(j)}(y, \mu) = \theta^n \rho^n(x^n, j) \log y(j) + \theta^n \rho^n(x^n, j) + \alpha h(i_n, j) \rho^n(x^n, j)$$

$$+ \mu \rho^n(x^n, j), \quad j \neq x_{n+1},$$

$$\frac{\partial \Lambda}{\partial y(x_{n+1}^i)}(y, \mu) = \theta^n \rho^n(x_{n+1}^i, x_{n+1}^i) \log y(x_{n+1}^i) + \theta^n \rho^n(x_{n+1}^i, x_{n+1}^i) + \alpha h(i_n, x_{n+1}^i) \rho^n(x_{n+1}^i, x_{n+1}^i)$$

$$- \alpha h(i_n, x_{n+1}^i) + \alpha f_{n+1}^i + \mu \rho^n(x_{n+1}^i, x_{n+1}^i),$$

the unique stationary points are

$$y^*(j) = \exp \left( - \frac{\alpha}{\theta^n} h(i_n, j) - \frac{\mu}{\theta^n} - 1 \right)$$

$$y^*(x_{n+1}^i) = \exp \left( - \frac{\alpha}{\theta^n} \left[ \frac{f_{n+1}^i - h(i_n, x_{n+1}^i)}{\rho^n(x_{n+1}^i, x_{n+1}^i)} \right] - \frac{\mu}{\theta^n} - 1 \right).$$

Choosing $\mu$ to satisfy the constraint (57) gives the expression (45) for nature’s optimal choice at stage $n$. Substituting back into the objective function $\Phi(y)$ gives the recursion (44). □
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